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ABSTRACT

This paper describes the concept of Routing InftionaProtocol(RIP) provides the standard IGP protdor
local area networks and provides great networkilgtgbguaranteeing that if one network connectignes down the
network can quickly adapt to send packets througbther connection.RIP uses Hop Count as it's ordyrim The
maximum number of hops allowed for RIP is 15. Coriguen of different parameters of the network sushiadal number
of updates for the routing table, time between tgshae discuss in this paper. Comparative resldts show that the
failure of one node has a greater impact over #réopmance of the network. Computer simulationsdibithe cases are
carried out using OPNET software and experimergallisare presented. Hence, it is found that thasopol is very

useful application layer protocol used in IPv4 nogtfor the tracking packet routing information.
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Routers
INTRODUCTION

Internet Protocol is part of the Internet suitecofmmunications protocols that provides globallyoue addresses
in dotted quad notation, transmits data in paciats performs routing between IP based networkstygwachine on the
Internet has a unique identifying number, calledRrAddress. . The Routing Information ProtocolRRIs a distance-

vector routing protocol. The hold down time is k&&onds.

Jukka Manner et.al (2002) discussesabout the gudliservice (QOS) in providing internet protoctP) based
service in wireless and wired networks [1]. HongzQin Wang (2006) introduced a kind of SS (starraip NOC
architecture. Based on CLICHE structure NOC in Wwhidl the nodes are organized in regular grid togplconstant
shape as well as orientation.Authors concludedugitdOPNET simulation results shows that SS NOCQédsssend-to-end
delay than CLICHE NOC and the load of routers ini§8ss than twice of that of CLICHE [2].. Therefpwhen the
inputs are non-stationary, the adaptive filtersdBuogXia et.al (2008) realized that there has bemmes disadvantage in
traditional "special line" networking, IP networfkame relay and the ATM network [3].OPNET is usedrvestigate the

various parameters of routing information protochle to its user friendly interface using graphicsgr interface

METHODOLOGY

A network is designed using the OPNET Simulatortf@r analysis of Routing Information protocol catisig of
computer labs having 10 computers in each lab adeddo routers, which are connected to anothegersuThe network

for the problemis as shown in figure 1.

Here, four routers routerl, router2, router3 andew! are connected to each other in a sequensigoas) below
in figurel. Routerl is connected to router2 andeny router?2 is further connected to routerl amatar 3.Router3 is

again connected to router4 and router2.
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Figure 1: Network Design

Labl and Lab 2 each consisting of 10 computerscarmected to routerl. Lab3 and Lab4 consisting ®@f 1
computers each are connected to router2. Lab5 ahé lconsisting of 10 computers each are connectaduiter3.

Similarly, Lab7 and Lab8 consisting of 10 computesish are connected to router4.

The two network scenarios namely scenariol andasitéhhave been compared in this work. In scendfailure
Recovery control is set to disabled. In scenartalure Recovery Control is enabled with Failuradiset at 100 seconds
and recovery time at 200 seconds to analyze tleetadf collision and node failure due to varyingweark load conditions

and their effect on the performance of the network.

Figure 2.shows the time average of Total numbeuptfates of routing table for all routers of Scemakiln

scenario 1Failure Recovery Control is set to disdbl
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Figure 2: Shows the Time Average of Total Number ofJpdates of Routing Table for All Routers of Scendol

Figure 3. Shows the time average of Total numbeupafates of routing table for all routers of Scein
scenario 2.1t is considered that the working of ooeter fails due to congestion in network afte® Is&conds of the
simulation run time. The failure of a node may acdue to the congestion in the network or due terl@ad in the
network. There are few other reasons like netwdrkcture or prevailing environment variables whitlay force the

network node to failure.
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Figure 3: Shows the Time Arerage ¢ Total Number of Updates of Routing Table for All Routers of Scenario2
SIMULATION TECHNIQUES

Optimized Network Engineering Tool (OPNET) modeler is the commercial network simulator toaltttvorks
on Pseudo Random Numbeefizrator (PRNG) algorithm fcarrying out simulations. The tool provides a GiaghUser
Interface (GUI) and works on Windows and UNIX eviment. It supports three levels of modeling exantipht include:
process level for analyzing different networkingemlts, node level that tps to connect objects to form a communica
device, network level to build network of communiog devices and project level that beholds difféicenarios of sarn

network and helps comparing them for most efficeamd robust network designi

In this work, OPNETis used to investigate the various parametersuifrrg information protocol, due to its us
friendly interface using graphical user interfatieis built on C++ platform and provides a virtuahvironment fo
modeling, analyzing and prieting the performance of networks. It includesedor accurately modeling applicatiol

servers and a wide vaty of networking technologie
RESULTS AND DISCUSSIONS

A network is designed using the OPNET simulatortfigranalysis of Routininformation protoco
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Figure 4: Shows the Time Arerage of Timebetween Updates of Routing Tale for All Routers of Scenario:
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Figure 5: Shows the Time Arerage of Time betweerUpdates of Routing Table forAll Routers of Scenario:

Figure 4 & Figure SShows the time average of tirbetween updates routing table for all routers of Scenaric
and Scenario 2Comparison of time between updates for differeniters and the router with node failure shows
significant change in the time between updeThis shows that due to the failure of a node deciimthe network, there a

various types of changes thacur in the networ
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Figure 6: Shows the Tme Average of RIP Traffic Sent and Received foScenariol in Bits/Se

The comparison of different parameters of the neétwamely total number of updates for the routiagle, time
between updates has betme. The routing information protocol traffic samd traffic received have also been compz
Comparison of routing information protocol trafSbiows that almost 40 percent of the traffic is lkile reaching th

destination.

The simulation resultshow that the traffic sent by the router in both ficenarios is same except for the rout
which fails at 100 seconds simulation time. Theilteshows that due the failure of a network notle,ttaffic between th

nodes in the network is affected saaerably.

Comparison of time between updates for differenters and the router with node failure shows tigaiicant
change in the time between updates, which agaiwslitioat due to the failure of a node or link in tlework, there ar
varioustypes of changes that occur in the network. Theifaibf a node may occur due to the congestionam#twork ol

due to overload in the network
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CONCLUSIONS

In this study, we presented Routing Informationt&col compared for analyzing the performance ofghen
network. The comparative results show that theifaibf one node affects the performance of the otWhere is almost
negligible effect on the traffic sent and traffeceived in case of nodes where there is no faiturethere is a significant
change in the traffic received and sent at the hathere failure occurs at given time interval. Tehex significant change
in number of updates for routing table for faileolde of the networkand similarly, due to the failimehe network, the
total number of updates for all the routers inrnkévork reduces. The failure of a node may occertdithe congestion in
the network or due to overload in the network. Hgricis found that this protocol is very usefupfpation layer protocol

used in IPv4 routing for the tracking routing infeation in computer networks.
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